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Abstract –  

On-demand and real-time building information is 

of great value to support facility management. Such 

information can be easily retrieved from an up-to-

date building information model (BIM), and then 

intuitively presented to facility managers or 

inspectors by augmented reality (AR). However, 

effective spatial registration into BIM so as to align 

the virtual and real content still remains an 

unresolved challenge. Leveraging recent development 

in the field of generative networks, this paper 

proposes a markerless registration approach that can 

automatically align BIM with the real view captured 

by a mobile device without any manual operation.  A 

mobile AR application is develop based on the 

proposed registration approach. Our field 

experiments demonstrate the effectiveness of the 

proposed approach for automated BIM registration. 

The successful registration thus allows users to access 

the rich building information, especially invisible 

utility such as the mechanical, electrical and 

plumbing (MEP) system, in the real-life context for 

better facility management practice. 
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1 Introduction 

The importance of facility management (FM) can 

never be overstated for built environments such as 

buildings and civil infrastructure [1, 2]. Without 

periodical inspection and maintenance, undesired defects 

or safety issues can continuously deteriorate, eventually 

leading to disastrous consequences in terms of economics, 

life, and social impacts [3]. During FM, inspectors or 

facility managers rely on relevant building information 

(e.g., equipment specifications, building materials, and 

spatial layout) to support decision making and condition 

assessment. This is especially true for utilities such as the 

mechanical, electrical and plumbing (MEP) system as 

they are normally invisible to humans and thus requires 

information on their layout and geometry to assist 

maintenance. In traditional FM practice, such 

information is manually retrieved from an archive of 

paper-based documents or materials such as drawings. 

The practice is laborious, time-consuming and 

cumbersome, calling for a more effective solution. 

The rapid development of building information 

model (BIM) and its wide adoption provide a unified 

source where rich building information can be easily 

retrieved. Driven by the development, many mobile 

applications based on tablets and smart phones have been 

developed to bring the abundant information to the field 

for assisting decision-making [4, 5]. Although these 

applications have significantly streamlined the 

information retrieval process, they still suffer from the 

several limitations: a) require manual search of relevant 

information from the mobile device; b) insufficient 

intuitiveness due to a lack of connection between the 

virtual content and the real-life context. The limitations 

can be addressed by the application of augmented reality 

(AR), which aims at connecting the cyber space with the 
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physical world by superimposing virtual content onto the 

videos or photos of the real world [6-10].  

A core component of AR is spatial registration that 

can align the virtual and real world according to their 

relative positions [1]. Most of existing AR solutions used 

2D fiducial markers, or 3D objects with certain patterns 

as a target for registration. Such solutions require 

significant efforts in deploying and maintaining the 

markers in the building of interest [11]. Another stream 

of AR registration approaches seeks to utilize the global 

navigation satellite system (GNSS), Bluetooth, ultra-

wideband (UWB), or other radio signals to estimate the 

position and orientation of an AR device in the 

coordinate frame of the virtual model. The estimated 

posture is then used to align the model with the real-

world view. Such systems rely on external signal 

emission/receival infrastructure, which may not always 

be available (e.g., GNSS is not applicable in buildings), 

and require additional time and efforts for installation and 

maintenance as well.  

BIM, as a readily available asset, shares similar visual 

appearance to its physical counterpart in the real world. 

Leveraging the similarity, there is potential to directly 

register a real-life photo into BIM for subsequent AR 

facility management applications, avoiding the reliance 

on markers or external infrastructure [12]. This study 

presents a markerless image-to-BIM registration 

approach that does not require manual initialization or 

pre-calibration. It does so by innovatively leveraging a 

style transfer model based on generative adversarial 

networks (GAN) to address the cross-domain gap 

between the virtual and real contents. A prototype mobile 

application has been developed to demonstrate the 

effectiveness of the registration approach to enable AR-

based FM. The field experiments show that actional 

information can be easily retrieved from BIM with our 

AR application to support instant decision-making. 

2 Literature review 

2.1 Spatial registration for AR application 

To align the virtual contents in BIM with the real-

world view, spatial registration is an indispensable 

module for AR systems. According to the differences of 

registration principles, existing approaches can be 

divided into two major categories, i.e., marker-based and 

markerless registration [1]. The markers used in the 

former approaches are usually 2D images composed of 

distinctive visual features, which are referred to as 

fiducial markers [13-15]. In some cases, 3D objects with 

distinctive features can be pre-mapped to serve as 

registration markers as well [16]. Although marker-based 

approaches can generally achieve precise and robust 

registration, they require manual efforts to install and 

maintain the markers [17, 18]. In addition, the 

approaches are subject to the drifting issue as users go 

farther away from the markers [1]. For many markerless 

solutions, an AR device’s location in the virtual world is 

determined by calculating its relative position to external 

radio signal emission/receival infrastructure, e.g., GNSS 

[19], Wi-Fi [8], and UWB [20]. Orientation of the AR 

device is estimated with data collected by its onboard 

sensors such as gyroscope, electrical compass and 

accelerometer. Combining the calculated location and 

orientation, registration can then be realized. These 

solutions rely on an external radio signal system, which 

is usually expensive to deploy and maintain. In some 

cases, such systems can be even inaccessible (e.g., GNSS 

in indoor environments). 

Research efforts have been made to develop 

registration techniques without the need of deploying 

markers or infrastructure. A line of major endeavors 

attempts to utilize computer vision and photogrammetry 

to recover the camera pose based on data retrieved from 

pre-mapped visual assets of the building of interests [18, 

21]. However, significant efforts are still required to pre-

map the environments. BIM shares similar visual 

appearance to its real-life counterpart, which can serve as 

a potential database of both the spatial and visual 

information of the environments to be registered, thus 

eliminating the requirements of pre-mapping. However, 

due to distinctive differences between the visual 

representations of BIM (plain texture) and real photos 

(abundant texture and details), there is a perception gap 

across the two domains. In [11, 22], manual initialization 

is required to designate a rough location, and then precise 

alignment was achieved by iterative closest point or 

perspective alignment. To overcome the cross-domain 

gap, Ha et al. [12] and Baek et al. [6] proposed an image 

retrieval algorithm for indoor localization based on deep 

learning features. However, camera localization based on 

image retrieval is subject to the issue of viewpoint change, 

which can undermine the performance of registration 

[23]. The limitations of existing research call for a vision-

based markerless approach that can automatically and 

precisely register into BIM across domains. 

2.2 AR-assisted facility management 

Facility management is important to ensure the 

operation of buildings and infrastructure. As a 

knowledge-intensive activity, relevant building 

information is required to support FM decision-making. 

Traditionally, such information is retrieved from paper-

based design documents such as drawings. The 

cumbersome practice has been alleviated with the 

proliferation of BIM, from which rich building 

information can be easily accessed via mobile devices 

such as tablets and smart phones [4, 5]. The practice can 

be further improved by aligning the virtual objects and 
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their relevant information in BIM with the real scenario 

captured by cameras through the use of AR [6-10]. 

In the area of civil and infrastructure engineering, 

many research attempts have been made to incorporate 

AR in FM for better efficiency and productivity. Kamat 

and El-Tawil [24] investigated the feasibility and 

potential of AR in evaluating structural damages. Chen et 

al. [8] devised a location aware AR framework for 

facility maintenance, which integrated Wi-Fi 

fingerprinting and room identification to achieve location 

awareness and can stream the site situation and 

inspection video back to remote control center. Chen et 

al. [9] integrated AR and BIM to facilitate the 

maintenance of fire safety equipment using mobile 

devices. Baek et al. [6] developed an AR system to assist 

FM based on the indoor localization algorithm proposed 

by [12]. The system used a client/server structure, and 

can visualize hidden pipelines in the field of view of 

Microsoft HoloLens. 

Despite the significant progress made by previous 

studies, the BIM registration of existing systems either 

relies on external signal infrastructure for localization [8, 

9, 24] or requires certain extent of manual operation for 

location initialization [11, 22]. In this study, we will 

explore how a markerless vision-based camera pose 

estimation approach proposed by [25] can be integrated 

in AR application to support FM. 

3 Cross-domain spatial registration to 

style-transfer BIM  

A cross-domain gap between textureless virtual 

models and real-life scenarios hinders the direct 

registration into BIM. As shown by Figure 1, a prior 

research by [25] indicates that style transfer based on 

generative adversarial networks (GAN) such as 

CycleGAN can bridge the cross-domain gap to enable 

meter-level indoor localization. Based on the findings, 

this study proposes an automated image-to-BIM 

registration method without the need of manual 

initialization. 

(1) Style transfer based on generative adversarial 

networks 

CycleGAN, a powerful unpair image-to-image 

translation GAN model [26], is used to train a deep 

learning model to realize style transfer between the BIM 

domain and the Real domain. To train the model, images 

from both domains need to be collected. In this study, 

images from 7 locations (around 2800 images for each 

domain) were taken in an indoor space of 112.8 m2. After 

training, one of the generators is then used to convert the 

BIM-rendered images in the same indoor environments 

to photorealistic ones with vivid texture. The generator 

has a near real-time performance, which can convert a 

given image in less than 1 s. Hence, processing the entire 

dataset (~2800 images) consumes no more than one hour. 

For more details on how the GAN model was trained, 

readers are suggested to refer to our previous work [25].  

 

Figure 1. The effects of style transfer in 

addressing cross-domain gap 

(2) Construction of a visual-spatial database 

In the second step, a database of both visual and 

spatial information of the indoor environment is 

constructed based on the BIM images after style transfer. 

The visual information includes global and local visual 

features extracted from the BIM images. Chen et al. [25] 

demonstrates the superiority of edge histogram descriptor 

(EHD) over other global features in retrieving the style-

transfer images; thus it will be used in our study. The 

local features used by us is scale invariant feature 

transform (SIFT). Spatial information refers to the real-

world coordinates of SIFT keypoints detected from the 

BIM images. Such spatial coordinates can be extracted 

from BIM, as geometry layout of the environment is 

known priori in BIM. We developed a tool based on the 

application programming interface (API) provided by 

Autodesk Forge Viewer to automatically retrieve real-

world coordinates corresponding to the keypoints from 

BIM in batch. Note that all the works mentioned in this 

step are implemented in an offline manner, which means 

they do not occur in the BIM registration process. Rather, 

its purpose is to prepare a database for registration in the 

subsequent step.  

(3) BIM registration based on similarity comparison 

and photogrammetry 

A newly captured photo (referred to as a query photo) 

in an indoor environment can be registered into the 

corresponding BIM by the following steps. First, the 

most similar style-transfer image to the query photo is 

retrieved from the database based on the cosine similarity 

between their EHD. Then, SIFT keypoint 

correspondences will be detected between the query 

photo and the retrieved BIM images after style transfer. 

As the 3D world coordinates of the keypoints have been 

extracted in last step, several pairs of 2D-3D 
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correspondences with known pixel and world coordinates 

can be obtained. Based on these correspondences, the 

query photo’s camera position and orientation will then 

be calculated by solving a classical perspective-n-points 

(PnP) problem in photogrammetry theory. Finally, the 

estimated camera posture can be used by the AR device 

to align BIM and the real world. 

4 Development of the markerless AR 

application 

4.1 Overall development framework 

Figure 2 shows the overall development framework 

of the markerless AR mobile application (APP) for 

facility management. Unity is used as the core 

development platform, under which the Android Studio 

needs to be installed to provide environment support for 

building and running the APP. We use Visual Studio to 

write and edit C# script for the realization of required 

functionalities such as taking photos and spatial 

registration. For model preparation, third-party software, 

SimLab Composer, is used as a middleware to ensure the 

BIM created by Revit can be safely imported to Unity 

without losing texture. To use image processing and CV 

related algorithms (e.g., SIFT detection and matching) in 

Unity environment, an external package called “OpenCV 

for Unity” also needs to import. After properly setting up 

the scenario and coding, the project can be built to release 

an APP that can run on any Android devices.  

4.2 Model preparation and importing  

Revit files cannot be directly imported into Unity. 

Instead, they need to be first converted to formats 

compatible for Unity, e.g., .fbx and .obj. It seems viable 

to first export a Revit model to a FBX format, and then 

re-import it to Unity. However, doing so will lead to 

undesired loss of materials and textures, as shown by 

Figure 3 (a). To solve the problem, we adopt the 

following solution. First, the model is exported as a .dwfx 

file from Revit, which is then processed in SimLab 

Composer to generate a pack of files with both FBX and 

relevant materials extracted. Finally, the FBX model can 

be imported into Unity with proper texture and materials 

attached, as shown in Figure 3 (b). 

 

Figure 2. Overall technical framework for the 

application development 

During the above process, it is important to ensure the 

consistency of unit and up axis among different model 

processing platforms. It should be noted that Unity uses 

a left-handed coordinate system with the y axis as the up 

vector. To place the model in the same position as it is in 

Revit (so as to ensure a consistent coordinate system), we 

follow the below procedure: (a) re-assign pivot point of 

the model to a point with known coordinates; (b) specify 

the “transform.position()” attribute of the model as the 

coordinates of the known point; (c) adjust the rotation of 

the model as appropriate (e.g., 180° around the y axis in 

our case). 

4.3 Realization of image-to-BIM registration 

Since we intend to develop a standalone application 

without using servers, the visual-spatial database 

extracted from the style-transfer BIM needs to be 

properly incorporated as part of the software. In Unity, 

the Resources class allow developers to load and access 

assets of various formats, e.g., images, and text document. 

The EHD, SIFT features, image ID, and 2D and 3D 

coordinates of the key points are stored in separate text 

files. Note that sometimes a file might be too large to be 

loaded by the software loader in a time. In such cases, we 

divided data in the file and saved it into multiple different 

files, and added an indexing file on the top to ensure the 

easy retrieval of these files. 

Next step is to retrieve correspondences based on 

visual features of the input query photo. A C# 

 

Figure 3. Results comparison between different model preparation approaches: (a) direct import of FBX 

file exported from Revit; (b) processed by third-party middleware before importing 
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implementation of EHD [27] is used to calculate EHD 

features of the query photo. The calculation and matching 

of SIFT descriptors are realized by a third-party package 

called “OpenCV for Unity”. Based on the 2D-3D 

coordinate correspondences retrieved by feature 

matching, the camera posture can be estimated with the 

Calib3d.solvePnPRansac() function from the OpenCV 

for Unity package. Finally, we can align the virtual model 

with the real view in the query image by passing the 

estimated camera posture to the transform.position() and 

transform.eulerAngles() function of the camera object in 

Unity. 

4.4 Superimposing virtual objects onto real 

view 

To superimpose the virtual BIM model onto real 

camera view of a mobile device, two camera objects in 

Unity need to be designated cooperatively. One camera 

is to capture the current view of the BIM model, and the 

other is used to display the streaming image of the real-

life scenario recorded by the mobile phone camera in real 

time. The two cameras are designated to be present on the 

same display (i.e., phone screen), and the camera 

background canvas is placed behind the model by 

assigning a larger value to its depth attribute, thus 

ensuring the virtual model are overlaid onto the real view.  

4.5 Device posture tracking 

After initial registration, the device posture will be 

continually tracked to update the virtual model view to 

ensure alignment. The estimated camera posture in 

section 4.3 is used as the initial camera state, to which the 

 

Figure 4. Setup and results of registration evaluation experiments: (a) distribution of test points in the 

experiment site; (b)~(s) image pairs showing level of alignment between virtual and real content after 

registration at each test point 
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relative camera orientation is then accumulated based on 

the gyroscope and accelerometer information obtained 

from the mobile device. Note that at current stage, 

translational movement of the device is not considered, 

but will be incorporated in the future by integrating other 

robust tracking techniques such as simultaneous 

localization and mapping (SLAM) or visual odometry. 

5 Field experiments 

To validate the effectiveness of the proposed 

approach, a field test was implemented in the student 

union (SU) complex of the University of Tennessee, 

Knoxville (UTK). The experiment site is at the northwest 

corner of the third floor of the SU, which covers an area 

of 12.0 m × 9.4 m. 

5.1 Evaluation of the markerless registration 

approach 

The data collection scheme and training of the style 

transfer model followed the settings and parameters 

mentioned in [25]. After training, the style transfer model 

was used to generate synthetic photorealistic images 

based on the given BIM-rendered images, and the visual-

spatial database was then constructed. 

To evaluate the efficacy of the proposed registration 

approach, 18 test points were set up, scattering evenly 

inside the experiment area, as shown in Figure 4 (a). 

Figure 4 (b)~(s) compare the real-life camera view taken 

by the mobile device and the resulting BIM view after 

registration at each test point. As can be seen from the 

figure, a great majority of the images have been 

successfully registered, leading to alignments with the 

virtual BIM model.  Table 1 quantitatively analyzes the 

registration performance, showing a successful 

registration rate of 77.8%. It took 4.3 s in average to 

register an image. The results demonstrated the efficacy 

of the proposed markerless registration approach. 

 

Table 1. Summary of the registration performance 

Type Quantity Proportion  

Success 14 77.8% 

Failure 4 22.2% 

Total 18 100% 

 

5.2 Demonstration of the mobile AR 

application 

Figure 5 demonstrates the general procedure of using 

our mobile AR application for facility management. The 

application can be installed on tablets or any other mobile 

devices that support the Android operating system. After 

opening the application, users can click the “Photo” 

button at the bottom of the initial interface to enter the 

photo shooting page. Then, a photo of the surrounding 

environment should be taken by clicking the “SHOOT” 

button. Based on the taken photo, our proposed 

markerless image-to-BIM registration algorithm is 

executed to retrieve BIM model corresponding to the 

current camera view. Finally, after hiding the building 

structures, the effect of virtual-real alignment can be 

realized. By the use of our APP, the invisible utility such 

as MEP can be intuitively visualized, thus assisting 

decision-making for facility inspection. 

6 Conclusions 

Augmented reality is a useful technique to assist 

facility management of buildings and civil infrastructure. 

However, the promise and potential of AR has not been 

fully fulfilled due to the challenging issue of spatial 

registration. To tackle the challenge, this study proposes 

an image-to-BIM registration approach that requires 

 

Figure 5. Workflow and corresponding interface of the developed mobile APP for facility management 
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neither fiducial markers nor external signal 

emission/receival infrastructure. The registration 

approach leverages CycleGAN style transfer to bridge 

the cross-domain gap between virtual and real content, 

and can estimate six degree-of-freedom camera pose by 

using classical photogrammetry theory. Based on the 

registration approach, a mobile AR application is 

developed to support facility management. The 

development used “Unity + Android studio” as the basic 

technical framework. Relevant development issues such 

as model preparation, realization of registration, virtual-

real fusion, and device posture tracking were introduced 

subsequently. Experiments have been carried out to 

validate the effectiveness of the proposed approach and 

the AR application.  

The proposed registration approach is challenged by 

several issues, e.g., illumination, deviation between BIM 

and real scenes, and architectural self-similarities. For the 

former two challenges, our previous research [25] has 

demonstrated the approach’s robustness against varying 

lighting conditions and certain changes of the physical 

environments (e.g., adding furniture that does not exist in 

BIM). For the last challenge, we acknowledge it as a 

downside commonly experienced by many computer 

vision applications. To overcome, it is suggested to 

integrate the approach with other sensors (e.g., 

barometers and gyroscope) to reduce the ambiguities 

among indoor spaces with similar designs or layout. 

Future research should also address the issue of motion 

tracking, and test out the approach’s generalizability to 

different types of indoor spaces, e.g., conference rooms 

and corridors.  
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